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BACKGROUND

Since the introduction of Generative Adversarial Networks! (GANs),
synthetic media has become increasingly diffieult to identifyv.
Svnthetic videos that contain altered faces and/or voices of a person
are known as deepfakes, and they threaten the trust and privacy in
digital media. Often times, this technology has nefarious intentions,
stretching from political intervention to pornography, the latter the
most prevalent”. The existence of deepfakes also poses a threat to the
credibilitv of authentic videos. As models that create deepfakes
improve, the accuracy of human detection decreases®. Consequently,
it is important to have automated svstems that accurately and
efficientlvy classify the walidity of digital content. To classify this
digital content, we propose a hybrid deep learning model that uses
spatial, spectral, and temporal content of an input video.

METHODS

In order for ouwr model to perform efficiently. a series of preprocessing
must oecur before each video is evaluated. The necessarv processes
involve both audic processing and image processing and are
summarized as follows:
* Image Processing

* Face Detection

* Landmark Extraction

+ 1D Dizerete Cosine Transform (DCT)
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For each video, we extract the facezand save them 2z JPEG files. We alwo extract
both eves, the noce, and the mouth, and for each of theze lywimark: we perform
the dizcrete cosine transfomm and take the antidisgonal average of the upper left
123=123 piwels and zave these in sequentislbatches.

» Audio Processing (Spectrogram)
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For input into the muomatic speech recomition mede], each vides's mudio stream
must be converted intoa spectrogram

Moton Analysis
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MULTIMODAL NETWORK
We worked with a team from IQT Labs that had been working on this
project for the last vear as part of the Facebook Deepfake Detection
Challenge. Our model expanded some of the complexity of their
model but resembled many of the core features. For visual features,
we first disregard evervthing in the frame expect the
region containing the face. As mentioned in the METHODS section.
we perform a series of operations on these faces. We feed each face
into XeeptionNet, a pretrained Convolutional Neural Network We
extract the feature vectors from this model in the last layver hefore
classification. We concatenate these XceptionlNet features and the 1D
cosine transform features in batch sizes of 24, which are the input
into a Long Short-Term Memory Network (LSTM). Additionally, we
feed an affine transformed mouth and feed it through a pretrained lip
reading model called LipNet, also in window sizes of 24, from which
we extract the feature vectors. These features are combined with the
features output from our Automatic Speech Recognition (ASR) model
and are sent through a contrastive loss function, the output of which
iz sent through an L3STM. The outputs of both L3TMs are then
concatenated and sent through one final Multilaver Perceptron for a
final classification of real of fake A pipeline of our proposed model is
illustrated above.
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F Iopeoring | 1 N ! L‘f To ensure our model can evaluate a variety of deepfakes, we use the
x Deepfake Detection Challenge dataset® We only use a sample of this
L

data. however, as the distribution of this data was 83% Falke and only
17% real. We extracted an equal number of real videos and fake’
videos to ensure our model was not overwhelmed with any one label.
CONCLUSION

This research is still a work in progress, and we are continuing to test
and evaluate the success of our model. Our model introduces novelty
in the following ways:

» Contrastive loss of visual interpretation of speech and ASRE

+ Spectral Embedding with DCT

+ Temporal and Spatial Concatenation

« Audio focused deepfake detection
As new methods are introduced, we hope to continue to expand our
model. After research is complete, we hope to build our network to be
cloud ready for use in-the-wild.
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